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It has been suggested that sexual reproduction is maintained because it reduces
the load imposed by recurrent deleterious mutations. If rates of deleterious
mutation per diploid genome per generation (U) exceed 1, and mutations
interact synergistically, then sexuals can overcome their inherent twofold
disadvantage. We have tested this hypothesis by estimating genomic point
mutation rates for protein-coding genes in a range of animal taxa. We find a
positive linear relationship between U and generation time. In species with short
generation times, U is predicted to be far below 1, suggesting that sex is not
maintained by its capacity to purge the genome of deleterious mutations.

Almost all species indulge in at least a little
sex, the exchange of genetic material between
individuals. In higher plants and animals, this
generally involves anisogamy, the production
of gametes of different sizes, and in its most
derived form, the production of two sexes.
Anisogamy incurs a cost, since resources di-
rected towards male gametes, or male off-
spring, could be directed towards female ga-
metes, or female offspring. For example, a
parthenogenetic female who only produces
female offspring will have a twofold advan-
tage over her sexual conspecifics. It is this
cost of sexual reproduction which has so
troubled evolutionary biologists; why do so
many species, what we will call “obligate
sexuals,” produce two different types of ga-
metes, or different sexes, every generation?

Sexual populations can have two principal
advantages over asexuals: they can adapt
more rapidly to changing environments and
they are less prone to the accumulation of
deleterious mutations (1). Sexuals accumu-
late fewer deleterious mutations because they
avoid Muller’s ratchet (2), but the ratchet is
unlikely to maintain obligate sexuality, since
it operates very slowly in large populations
and can be avoided with very little sex. How-
ever, much attention has been focused on the
potential benefits of sex in reducing the mu-
tation load if mutations interact synergistical-
ly (3), for three reasons. First, the effect is
independent of population size, a property
which has led to the theory being called the
“the mutational deterministic” (MD) hypoth-
esis (1). Second, the benefits of sex can be
large; if U exceeds 1, then sexual populations
can overcome their twofold disadvantage
over pure asexuals. This is a minimum con-

dition, since U needs to be rather greater than
1 if stochastic factors are taken into account
(4, 5), or if obligate sexuals are to have an
advantage over facultative sexuals. And third,
the hypothesis is testable; if many obligate
sexual populations have deleterious mutation
rates below 1, then obligate sex is unlikely to
be maintained by selection against deleteri-
ous mutations. Here, we estimate deleterious
mutation rates for a variety of organisms in
an attempt to test the MD hypothesis.

Laboratory mutation accumulation experi-
ments provide estimates for rates of mutations
with moderate phenotypic effects, but such ex-
periments cannot be used to test the MD hy-
pothesis, since mutations of small effect are
missed (6, 7). A radically different approach is
to compare the genomes of related species (8).
In a neutral segment of DNA, the rate of nu-
cleotide substitution is expected to equal the
mutation rate. The substitution rate in randomly
sequenced stretches of DNA is expected to be
lower than the neutral rate, due to selective
constraint on functional elements. The differ-
ence between the substitution rates in truly neu-
tral and randomly sequenced segments there-
fore could estimate the rate of selective elimi-
nation of mutations from the randomly se-
quenced segments (8). Here, we apply a
simplified approach that restricts the analysis to
protein-coding gene sequences (9). Under the
assumption that synonymous mutations are
neutral, the nucleotide mutation rate can be
estimated from the synonymous substitution
rate (Ks). The amino acid mutation rate can then
be estimated from the product of Ks and the
number of sites in the gene that, if changed,
lead to an amino acid substitution. The number
of selectively eliminated amino acid mutations
is the difference between the estimated amino
acid mutation rate and the observed number of
amino acid substitutions. The estimate can be
scaled up to the whole genome, if the number
and average length of protein-coding genes are
known, and expressed per generation, if esti-
mates are available for the evolutionary diver-
gence time and generation interval.

We obtained estimates for the genomic
amino acid mutation rate (M ) and genomic
deleterious mutation rate (U ) for six pairs of
vertebrate species and three pairs of insects
for which divergence dates can be inferred
from the fossil record, biogeographical data,
or a locally calibrated molecular clock (10).
We corrected for the effect of selection on
synonymous codon use in Drosophila by re-
gressing Ks against codon bias (11). For D.
melanogaster/D. simulans, the regression co-
efficient is nonsignificant, and this procedure
has little effect on our estimate of U; for D.
picticornis/D. silvestris, there are insufficient
data, but for D. melanogaster/D. pseudoob-
scura, the regression is significant (P ,
0.05), and the corrected estimate is approxi-
mately 1.5-fold greater as a consequence.
Other evidence (12) suggests that selection
on synonymous codon bias is sufficiently
weak in Drosophila, at least, to have little
effect on the synonymous substitution rate.

Surprisingly, the estimates of mutation
rates for the protein-coding genome per year
are approximately constant across a broad
range of taxa (Table 1). With the exception of
mouse/rat, for which there is debate about the
divergence time (13, 14), there is just over
threefold variation in estimates of M per year
(approximately sixfold in U per year). This
does not just reflect the molecular clock,
because the total length of the protein-coding
sequence in insects is considerably smaller
than that in vertebrates. Instead, it seems to
reflect an inverse proportionality between the
nucleotide mutation rate per cell division and
the total length of protein-coding sequences
in the genome (15). However, the estimates
of M and U per generation vary by ;90-fold
and ;50-fold, respectively (Table 1). Rates
for M and U within mammals also vary sub-
stantially by ;11-fold and ;6-fold, respec-
tively. The amino acid mutation rates agree
with independent estimates of M obtained
from the rate of appearance of new electro-
phoretic mutations [2.2 and 0.09 mutations
per genome per generation in humans and
Drosophila, respectively (6)].

The constancy of the mutation rate per
year leads to a highly significant positive
correlation (P , 0.001) between both M and
U per generation and generation time (Table
1 and Fig. 1); the relationship appears to be
linear on both an untransformed and a log-log
scale. This parallels a positive relationship
between new mutational variance for quanti-
tative traits per generation (expected to be
linear in M ) and generation time (7). The
relationships between U and M and genera-
tion time (Fig. 1) are insensitive to generation
time estimates, because U and M are ex-
pressed per generation. In mammals with
long generation times, and particularly pri-
mates, U is sufficiently high to maintain ob-
ligate sexuality, if they were able to become
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asexual, but genomic imprinting probably
prevents this. However, many obligate sexu-
als have generation times on the order of 1
month or less [e.g., many insects (16), cope-
pods (17), and nematodes (18)], implying
deleterious amino acid mutation rates of the
order of 0.05, some 20 times lower than the
MD hypothesis requires. The deleterious mu-
tation rate in protein-coding sequences is
therefore predicted to be so low in many
obligate sexuals that the MD hypothesis can
be seriously questioned.

The estimates for U (Table 1 and Fig. 1)
are for point mutations in protein-coding
genes, but mutations in noncoding DNA and
insertion/deletion mutations also contribute
to the deleterious mutation rate. However,
these additional sources do not appear to be
sufficient to increase U to levels which would
be consistent with the MD hypothesis. Cur-
rently, the only estimate for the level of ge-
nome-wide selective constraint in noncoding
DNA comes from a comparison of the nem-
atodes Caenorhabditis elegans and C. brigg-

sae (19). Mutation events in noncoding DNA
seem to contribute a similar total number of
deleterious mutations as mutations that occur
in coding DNA. If this finding is general,
then the estimates of U in Table 1 need to be
multiplied by 2 to account for mutations in
noncoding DNA. U is less than 1 in Drosoph-
ila, even if we assume that all point mutations
throughout the genome are deleterious {U 5
0.8, obtained by multiplying the average es-
timate for the synonymous substitution rate
per generation [corrected (11)], K9s 5 2.2 3
1029, by 3.6 3 108, the number of nucleo-
tides in the diploid Drosophila genome (20)}.

Small insertion and deletion mutations are
relatively infrequent in all taxa that have been
studied and are estimated to contribute an
additional ;10% to the estimates of U (21,
22). However, transposable element (TE) in-
sertions are a major source of mutation in
some organisms. For example, it has been
estimated that spontaneous TE movement in
Drosophila produces up to 0.2 new insertions
per diploid per generation (23, 24). Most of
these appear to be deleterious, because few
TE insertions are fixed within Drosophila

species (24). However, it is thought that most
TE insertions are deleterious because of de-
letions caused by ectopic recombination, and
not because they disrupt gene sequences (24).
If meiosis is suppressed in new asexual lin-
eages, as often appears to be the case (25),
then ectopic exchange will be eliminated, and
an asexual lineage will gain a benefit relative
to sexuals. Thus, the deleterious effects of TE
insertions brought about by ectopic exchange
may favor asexuals over sexuals. Further-
more, the rate of transposition is expected to
evolve to a lower rate in asexual lineages,
because of the elimination of horizontal
transfer.

The variation across taxa in the amino
acid mutation rate per year is a little less than
the variation in the deleterious mutation rate
per year, reflecting a significant (Spearman’s
rank correlation coefficient rs 5 –0.854, P ,
0.02) negative correlation between the frac-
tion of amino acid mutations eliminated by
selection (U/M ) and generation time (Fig. 2).
The low value of U/M for human/chimpanzee
genes is partly due to unusual properties of
the genes that have been sequenced (6, 26);
however, the rank correlation remains signif-
icant when the human/chimpanzee point is
excluded (rs 5 –0.790, P , 0.04). The neg-
ative relationship between U/M and genera-
tion time may reflect higher rates of fixation
of slightly deleterious mutations in organisms
with small population sizes (27), as popula-
tion size is negatively correlated to genera-
tion time (28).

The MD hypothesis has stood out as one
of the few hypotheses for the evolution of
obligate sexuality that could be tested simply
(1). However, based on our deleterious mu-
tation rate estimates, the hypothesis is not
supported as a general mechanism. While this
leaves many other hypotheses to test, they all
share a common feature: it is adaptive evo-
lution that principally drives the evolution of
sex, perhaps in combination with other mech-
anisms (29).

Fig. 1. Relationship between the genomic del-
eterious mutation rate per generation (U) and
generation time with best-fitting linear regres-
sion line. The linear regression is also significant
for the mammals plus bird subset (P , 0.02).

Fig. 2. Relationship between estimated fraction
of amino acid mutations eliminated by selec-
tion (U/M) and generation time.

Table 1. Estimates of Ks, the synonymous divergence; M9 and U9, genomic
amino acid and deleterious mutation rates, respectively, per year; and M
and U, genomic amino acid and deleterious mutation rates, respectively,

per generation. We assume 80,000 genes, averaging 1500 bp in length, for
vertebrates (34) and 13,600 genes, averaging 1770 bp in length, for insects
(20).

Species
Number of

genes

Divergence
time (My)
(reference)

Generation
time

(years)*
Ks (SE) M9 U9 M U

Human/chimpanzee 63 6 (30) 25 0.0179 (0.0021) 0.25 0.12 6.3 3.0
Macaque/New World monkey 28 40 (31) 11 0.147 (0.014) 0.31 0.18 3.4 1.9
Sheep/cow 50 25 (31) 6 0.0677 (0.0045) 0.23 0.15 1.4 0.90
Dog/cat 35 38 (31) 4 0.240 (0.017) 0.54 0.40 2.2 1.6
Chicken/old world quail 28 34† 2 0.120 (0.013) 0.30 0.25 0.60 0.49
Mouse/rat 423 13 (13) 0.5 0.179 (0.003) 1.2 0.99 0.59 0.50
D. picticornis/D. silvestris‡ 4 3.7 (32) 0.2 0.101 (0.029) 0.47 0.35 0.095 0.071
D. melanogaster/D. simulans 42 2.5 (33) 0.1 0.100 (0.008) 0.70 0.58 0.070 0.058
D. melanogaster/D. pseudoobscura 29 35 (33) 0.1 0.937 (0.072) 0.75 0.70 0.075 0.070

*See suplementary data at Science Online (35). †Assumes that the divergence of Anseriformes-Galliformes occurred in the late Cretaceous [;75 My ago (31)], and uses this to
calibrate a local molecular clock, assuming a linear relationship between DNA melting point (36) and date of divergence. ‡Drosophila picticornis/D. silvestris are Hawaiian
Drosophila. For D. melanogaster/D. pseudoobscura, the values of M and U are corrected for variation among genes in codon bias [see (11)].
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Localized Rac Activation
Dynamics Visualized in Living

Cells
Vadim S. Kraynov,1* Chester Chamberlain,1* Gary M. Bokoch,1,2

Martin A. Schwartz,3 Sarah Slabaugh,1 Klaus M. Hahn1†

Signaling proteins are thought to be tightly regulated spatially and temporally
in order to generate specific and localized effects. For Rac and other small
guanosine triphosphatases, binding to guanosine triphosphate leads to inter-
action with downstream targets and regulates subcellular localization. A meth-
od called FLAIR (fluorescence activation indicator for Rho proteins) was de-
veloped to quantify the spatio-temporal dynamics of the Rac1 nucleotide state
in living cells. FLAIR revealed precise spatial control of growth factor–induced
Rac activation, in membrane ruffles and in a gradient of activation at the leading
edge of motile cells. FLAIR exemplifies a generally applicable approach for
examining spatio-temporal control of protein activity.

Rac is a member of the Ras superfamily of
small guanosine triphosphatase (GTPase) pro-
teins (1) and plays a critical role in diverse
processes, such as control of cell morphology,
actin dynamics, transcriptional activation, and
apoptosis signaling (2). The broad range of
events controlled by this GTPase requires reg-
ulation of its interactions with multiple down-
stream targets. The effects of Rac may in part
be controlled by regulating the subcellular lo-
calization of its activation. GTP exchange fac-
tors (GEFs), which regulate nucleotide ex-
change on Rho GTPases, contain a variety of

localization domains and may modulate down-
stream signaling from Rac (3). Rac induces
localized actin rearrangements to generate po-
larized morphological changes (4), but it has
been difficult to explore how Rac activation
produces localized actin behavior in an intact
cell. We developed a method based on fluores-
cence resonance energy transfer (FRET) that
quantifies the timing and location of Rac acti-
vation in living cells. Here, it was used to study
activation of the Rac1 isoform in cell motility
and extracellular signal-induced cytoskeletal
changes.

Sensing the Rac nucleotide state required
introducing a fluorescently labeled biosensor
into a cell together with a fusion protein com-
prising Rac and green fluorescent protein
(GFP) (Fig. 1A) (5). This protein biosensor was
labeled with the acceptor dye Alexa 546, which
can undergo FRET with GFP. Because the
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