Significant dissipation of tidal energy in the deep ocean inferred from satellite altimeter data
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How and where the ocean tides dissipate their energy are long-standing questions that have consequences ranging from the history of the Moon to the mixing of the oceans. Historically, the principal sink of tidal energy has been thought to be bottom friction in shallow seas. There has long been suggestive evidence, however, that tidal dissipation also occurs in the open ocean through the scattering by ocean-bottom topography of surface tides into internal waves, but estimates of the magnitude of this possible sink have varied widely. Here we use satellite altimeter data from Topex/Poseidon to map empirically the tidal energy dissipation. We show that approximately 10^12 watts—that is, 1 TW, representing 25–30% of the total dissipation—occurs in the deep ocean, generally near areas of rough topography. Of the estimated 2 TW of mixing energy required to maintain the large-scale thermohaline circulation of the ocean, one-half could therefore be provided by the tides, with the other half coming from action on the surface of the ocean.

Vertical mixing rates in the deep ocean implied by ocean microstructure and tracer-release data are typically an order of magnitude too small to balance the rate at which dense bottom water is created at high latitudes. It has thus been suggested that much of the mixing required to maintain the abyssal stratification, and hence the large-scale meridional overturning, occurs at localized ‘hotspots’ near areas of rough topography. Numerical modelling studies further suggest that the ocean circulation is sensitive to the spatial distribution of vertical mixing. Thus, clarifying the physical mechanisms responsible for this mixing is important, both for oceanic numerical modelling and for general understanding of how the ocean works. One significant energy source for mixing may be barotropic tidal currents. The likelihood of this depends inter alia on whether enough power is being extracted from the barotropic tides in the likely ‘hotspot’ regions. Topex/Poseidon (T/P) satellite altimeter data have now made possible accurate mapping of open-ocean tidal elevations, and provide a new opportunity to quantify empirically the spatial localization of tidal dissipation.

Here we concentrate on the principal lunar semi-diurnal tide M2, which accounts for approximately two-thirds of the total planetary dissipation, and is the most accurately known tide. This accuracy is needed, because mapping dissipation involves second-order gradients of measured fields and small differences of large numbers.

The barotropic ocean tide satisfies the tidal equations of Laplace, modified to include effects of an elastic Earth and a self-gravitating ocean. These equations embody conservation of momentum and mass for the ocean fluid:

\[
\frac{\partial U}{\partial t} + f \times U = -g\hat{H} \nabla (\hat{z}_{SE} - \hat{z}_{SL}) - F
\]

\[
\frac{\partial \hat{z}}{\partial t} = -\nabla \cdot U
\]

Here \( \hat{z} \) is the tidal elevation; \( U \) is the volume transport vector, equal to velocity times water depth \( H \); \( f \) is the Coriolis parameter (oriented to the local vertical), and \( F \) is a generic frictional or dissipative stress. The forcing is specified through an equilibrium tide \( \hat{z}_{SE} \), which must allow for the Earth's body tide \( \hat{z}_{SL} \), and an equilibrium-like ‘tide’ \( \hat{z}_{SL} \) which is induced by the tide’s self-attraction and loading.

Equations (1) and (2) may be combined and averaged over time to obtain an expression for the local balance between work rate, \( W \), energy flux, \( P \), and dissipation rate, \( D \):

\[
W - V\cdot P = D
\]

A number of different explicit forms for this balance appear in the literature, reflecting various groupings of terms, and different definitions for work and flux (as well as omission of supposed secondary terms like self-attraction). Here we adopt simple expressions for these terms based directly on equations (1) and (2):

\[
P = \rho g \langle U \cdot \hat{z}_s \rangle \quad W = \rho g \langle U \cdot \nabla (\hat{z}_{SE} + \hat{z}_{SL}) \rangle
\]

where the brackets \( \langle \rangle \) denote time averages, \( \rho \) is mean seawater density and \( g \) is gravitational acceleration. Note that \( W \) represents the mean rate of working on the ocean of all tidal gravitational forces (including self-attraction forces) and of the moving ocean bottom.

Topex/Poseidon altimeter data provide a direct constraint on tidal elevations \( \hat{z}_s \) and a number of nearly global maps are now

<table>
<thead>
<tr>
<th>Shallow seas</th>
<th>Deep ocean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.60</td>
<td>0.83</td>
</tr>
<tr>
<td>1.71</td>
<td>0.74</td>
</tr>
<tr>
<td>1.61</td>
<td>0.82</td>
</tr>
<tr>
<td>1.62</td>
<td>0.81</td>
</tr>
<tr>
<td>1.87</td>
<td>0.57</td>
</tr>
<tr>
<td>1.96</td>
<td>0.06</td>
</tr>
<tr>
<td>Prior</td>
<td>2.44</td>
</tr>
</tbody>
</table>

Results (in TW) are presented for the five empirical estimates discussed in the text, and for the purely hydrodynamic solution used as the prior model for the assimilation. Error bars are for the assimilation solution Topx.4a. Here shallow seas are defined to include all ocean areas landward of the thin line in Fig. 1b.
available. Comparison to pelagic and island tide gauges suggest\textsuperscript{19} accuracies in the open ocean of roughly 1 cm. Given $\hat{\mathbf{r}}$, calculation of $\xi_{\text{SAL}}$ is straightforward\textsuperscript{23}, while the equilibrium tide $\xi_{\text{EQ}}$ is of course known to high accuracy. The primary challenge in using equation (3) to calculate $D$ thus lies in finding the volume transports required for equation (4). We estimate $\mathbf{U}$ by fitting equations (1) and (2), along with no-flow boundary conditions at the coasts, in a weighted least-squares sense. Note that the fit cannot in general be exact, because with $\xi$ given the tidal equations are overdetermined. This calculation requires specifying the form of the frictional stress $F$, so it is crucial to show that the resulting $D$ from equation (3) is insensitive to this assumption. We do this by using two separate tidal elevation solutions based on two distinct approaches, and by varying relevant parameters over a wide range. Five of the resulting dissipation estimates are used below; a more comprehensive set will be published elsewhere.

The key to the stability of these calculations is a proper choice of weights for the least-squares fitting problem. Because equation (2) is just a simple statement of mass conservation and does not depend on any unknown parameters, this equation should be fitted to a precision consistent with the T/P measurements of $\hat{\mathbf{r}}$—to about 1 cm. Larger relative misfits are justified for equation (1) to allow for uncertainties in bathymetry and in dissipation. By relaxing the fit to the momentum conservation equations, we allow the empirically determined T/P elevations to make appropriate adjustments to the dynamical balance. In particular, residuals to equation (1) can formally do work\textsuperscript{24} to enhance or reduce dissipation where our \textit{a priori} assumptions about friction are inconsistent with the observed $\hat{\mathbf{r}}$.

Transports could also be estimated by simply substituting $\hat{\mathbf{r}}$ into equation (1) and solving for $\mathbf{U}$. But with this approach the fit to equation (1) is exact and all misfit must be accommodated in equation (2). This results in transports that do not conserve mass, and in dissipation estimates that are too noisy to be useful.

The two elevation solutions considered here are denoted TPXO.4 and GOT99, both based on about six years of T/P measurements. For the TPXO.4 solution, we used a variational data assimilation scheme in which both $\xi$ and $\mathbf{U}$ were estimated by directly fitting T/P altimeter data to the tidal equations\textsuperscript{24,25}. This requires a prior model for which we used a purely hydrodynamic (time-step) solution with quadratic bottom friction. The fit to equations (1) and (2) was controlled by a non-local, and spatially variable, dynamical error covariance, of three very different forms: for TPXO.4a, the covariances were as described in ref. 25; for TPXO.4b, a spatially uniform covariance was assumed; and for TPXO.4c, dynamical error variances were increased in regions of rough topography.

For the GOT99 solutions, gridded elevation fields\textsuperscript{26} $\hat{\mathbf{r}}$ were substituted into equation (1) and (2), and $\mathbf{U}$ was estimated by weighted least-squares\textsuperscript{27}, consistent with the errors in $\hat{\mathbf{r}}$. Bottom stress was parametrized as $F = r\mathbf{U}/H$, with $r$ ranging from 0.0 (no frictional dissipation at all, denoted GOT99nf) to 0.03 m s$^{-1}$ (an inordinately large friction, denoted GOT99hf).

The deduced dissipation estimates TPXO.4a and GOT99hf are plotted in Fig. 1a and 1b, respectively. Note that the colour scale has been chosen to emphasize the pattern of dissipation in the open ocean, and that the scale saturates in some shallow seas where dissipation is generally greatest. In both plots there are some blue patches where the estimated dissipation is negative. This is clearly not physical, and provides some indication of the magnitude of noise in the estimates. Results from the assimilation method are somewhat smoother and overall have a cleaner appearance (that is, fewer blue spots).

Although there are many differences in detail, the two dissipation estimates have many features in common. The areas of intense dissipation expected due to bottom boundary layer drag in shallow seas are clearly evident in both plots (for example, in Hudson Bay and the Yellow Sea; on the European, Patagonian and northwest Australia continental shelves). More interestingly, the estimates exhibit a similar pattern of significant dissipation in the open ocean. For example, dissipation is clearly enhanced in the Pacific Ocean over the Hawaiian ridge, the Tuamotu archipelago, and over the back arc island chains extending from Japan southwards to New Zealand. The western Indian Ocean around the Mascarene ridge and south of Madagascar also exhibits enhanced dissipation in both estimates. The Mid-Atlantic Ridge shows up clearly in the TPXO.4a assimilation estimate (Fig. 1a), especially in the south Atlantic Ocean. Dissipation is also enhanced in this area in the GOT99hf estimates (Fig. 1b), though the pattern is less distinctive.

All of the areas where dissipation is consistently enhanced are characterized by significant bathymetric roughness, generally with

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Estimates of M2 tidal energy dissipation. These estimates of $D$ are computed for two recent Topex/Poseidon (T/P) M2 tidal solutions. \textbf{a}, TPXO.4a elevations and transports, estimated using a variational data assimilation method\textsuperscript{25}. \textbf{b}, GOT99hf with transports obtained by least-squares fitting\textsuperscript{25} of equations (1) and (2) to gridded elevations estimated from the altimetry data\textsuperscript{25}. Deep and shallow ocean areas discussed in the text and in Fig. 2 are outlined and labelled in \textbf{a} (deep) and \textbf{b} (shallow). The thin line in \textbf{b} is the boundary between deep ocean and shallow seas.}
\end{figure}
elongated features such as ridges and island chains oriented perpendicular to tidal flows.

To quantify the large-scale pattern of tidal energy dissipation we consider integrals of $D$ over some larger ocean areas, as outlined in Fig. 1. These integrals can be expressed as a sum of work terms involving integrals of tidal elevations over the whole patch, and line integrals of flux through the boundary of the patch. Only the latter require estimates of transports, so by placing boundaries in deep water the need to estimate currents in shallow seas can be avoided. Total dissipation in shallow seas may thus be accurately determined, even when details of currents in these areas are poorly resolved by the altimeter data.

In Fig. 2a we plot total dissipation for all shelf and shallow-sea areas that account for at least 25 GW of dissipation each. The areas used for these calculations are outlined by heavy solid lines and numbered in Fig. 1b. Results are plotted for all five dissipation estimates—three based on the assimilation solutions, and two based on the weighted least-squares fit to the GOT99 elevations. Also plotted are estimates of error bars for the TPXO.4a dissipation estimates, computed using the Monte Carlo approach described in ref. 28. For most of these major shallow-sea sinks, all dissipation estimates agree within approximately 10–15%; an exception is the complex seas around Indonesia where neither currents nor elevations are well mapped. Note that the region denoted Hudson Bay also includes the Labrador Sea, Baffin Bay and all points north and west.

We also calculated total dissipation in the seven open ocean areas indicated in Fig. 1a as A–G. These are plotted in Fig. 2b. The most significant areas of open ocean dissipation include the Mid-Atlantic Ridge, the western Pacific around Fiji, and the western Indian Ocean. Each of these accounts for approximately 100 GW, comparable to major shallow-sea sinks.

In Table 1 we summarize the partition of dissipation between shallow and deep ocean areas (as defined by the light solid line in Fig. 1b) for the five dissipation estimates of Fig. 2. For comparison, we also include in Table 1 dissipation totals for the purely hydrodynamic prior solution used for all of the assimilation solutions, along with posterior error bars for TPXO.4a. The estimates of global $M_2$ total dissipation, which in fact depend only on the tidal elevations, converge to about 2.44 TW, consistent with independent estimates based on space-geodetic techniques, after allowance is made for solid-earth and atmospheric dissipation. The prior solution, which is not constrained by the T/P data, dissipates only 2.01 TW, consistent with results reported for other purely hydrodynamic tidal solutions. Its dissipation occurs only in shallow seas where tidal current speeds are by far the greatest. In contrast, for all of the T/P-constrained solutions a substantial fraction of the dissipation (0.6–0.8 TW out of 2.4 TW, or 25–30%) occurs in the deep ocean.

The TPXO.4a error bars for deep ocean dissipation (0.06 TW) do not cover the full range of estimates in Table 1, and thus do not adequately describe our present uncertainty about the magnitude of tidal dissipation in the deep ocean. The statistical model used for the error calculation was "tuned" for consistency with observed errors in the data and dynamics, and it probably accounts reasonably well for the effects of noise and for limitations in the altimeter data coverage. However, these error bars cannot account for systematic biases which could be implicit in some (or all) of the different estimation schemes. This could particularly be an issue for the GOT99 solutions, which purposely employed a range of frictional drag coefficients far exceeding physically plausible values. Although Table 1 suggests that assumptions about dynamics may have some effect on the final dissipation estimates, similar dissipation totals and a similar large-scale dissipation pattern over the globe are in fact obtained in all cases. Taking account of the formal error bars and the variations between estimates calculated under different assumptions, we estimate that deep sea dissipation for $M_2$ is approximately $0.7 \pm 0.15$ TW. The enlarged error bars are probably pessimistic,
with the lower limit of 0.55 TW (which is approached only when currents are computed under the unrealistic assumption of no friction) being particularly unlikely.

Although our results do not explicitly constrain the mechanism of open-ocean tidal dissipation, the observed spatial pattern strongly suggests a significant role for scattering into internal tides, induced by tidal flow of the stratified ocean over topography.8,10,11 Indeed, many of the open-ocean areas of high dissipation are known generators of strong internal tides. For example, internal tide observations along the Hawaiian ridge have suggested an energy flux of roughly 15 GW propagating away from the ridge, which is not far from our 20 GW estimate for Hawaii (Fig. 2b). The T/P dissipation estimates are also qualitatively consistent with previous simplified theoretical models of internal-tide energetics, although our empirical results suggest that these previous model estimates are somewhat too large.

Extrapolating the results for M4 to all lunar and solar constituents suggests that approximately 1 ± 0.25 TW of tidal power is dissipated in the deep ocean, probably by scattering into internal waves. This process may also be at work to some extent along the edges of continental shelves (which lie entirely within the area we have classified as shallow sea), so our global estimate is likely to be conservative.

In a recent discussion of the ocean's thermohaline circulation (or, more strictly, its meridional overturning), Munk and Wunsch8 estimate that 2 TW is needed to maintain the global abyssal density distribution, and they list the possible mechanisms that might provide the required power. They note that the wind provides 1 TW, and ask whether the ocean tides can provide the other. Our answer is that the tides can provide it. But there remain many questions: about the process of barotropic/baroclinic conversion, about the ultimate decay of internal tides into turbulence, and about the implications of these processes for large-scale ocean circulation and climate.
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A larger pool of ozone-forming carbon compounds in urban atmospheres
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Volatile organic compounds play a central role in the processes that generate both urban photochemical smog and tropospheric ozone2,3. For successful and accurate prediction of these pollution episodes, identification of the dominant reactive species within the volatile organic carbon pool is needed4. At present, lack of resolution inherent in single-column chromatographic analysis limits such a detailed chemical characterization of the complex urban atmosphere. Here we present an improved method of peak deconvolution from double-column (orthogonal) gas chromatography5,6. This has enabled us to isolate and classify more than 500 chemical species of volatile organic compounds in urban air, including over 100 multi-substituted monoaromatic and volatile oxygenated hydrocarbons. We suggest that previous assessments of reactive carbon species may therefore have underestimated the contribution made by volatile organic compounds to urban pollution, particularly for compounds with more than six carbon atoms. Incorporating these species in predictive models should greatly improve our understanding of photochemical ozone yields and the formation of harmful secondary organic aerosols (SOA).

Previous studies have shown that ozone production in urban areas of Europe is limited by the availability of volatile organic compounds (VOCs)7,8. Under these conditions, the concentration of ozone increases with that of VOCs, as demonstrated by standard ozone isopleth diagrams. Methods have been developed to rank the ability of individual VOCs to produce ozone, resulting in the US MIR scale9 and the UK POCP scale10. Despite differences in definition, mode of calculation and emissions inventories, there is a broad general agreement on the relative ordering of different VOCs. Generally, volatile aromatics have high reactivity (and hence POCP values), which increases with the degree of alky substitution. In addition to high photochemical reactivity, there is now strong evidence that the photochemistry of aromatic species can lead to the formation of secondary organic aerosols (SOA), which are known to